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Release Notes (V. 19.4) 

This release of the SCEC BBP SDSU Module includes a series of changes, in addition to the use of 
Green’s functions with a minimum Vs of 500 m/s. Here, we have changed the merging of the low-
frequency (LF) and high-frequency (HF) synthetics from the previous approach in the frequency 
domain (Mai et al., 2010) to the time domain, using matched filtering. The time domain merging 
procedure was found to generate less artifacts at the merging frequency. We have also incorporated 
inter-frequency correlation in the SDSU Module, essentially as a post-processing method, by applying 
an empirical correlation matrix to the Fourier amplitudes of the synthetic ground motion time series 
(Wang et al., in prep., describes the methods and shows validation for 7 western US events). Figure 1 
shows a comparison of the inter-frequency correlation structure for the Loma Prieta event before and 
after applying our method. We have changed the recommendation for the high-frequency exponent 
fdec in the Q(f)= Qoffdec for WUS to 0.5 rather than previously 0.8, to obtain a better fit of the PSA 
from the synthetics to that from data, specifically for part B. Finally, we have incorporated the same 
dependency of rake and dip on the ground motion as introduced by Graves and Pitarka (2015): 

 

                            
and cα = 0.1. 

We continue to use the Graves & Pitarka rupture generator on the SCEC BBP for the SDSU Module. 

 

Method Overview 

For computing broadband hybrid seismograms using the SDSU broadband synthetics rupture generator 
on the SCEC BBP, we adopt a three-stage approach. First, we calculate LF synthetics for a finite-fault 
earthquake rupture embedded in a 1D Earth model using the Graves and Pitarka rupture generator. 
Second, we generate HF scattering contributions for each observer location, considering path-averaged 
scattering properties and local site conditions based on site kappa (κ). The HF scatterograms are 
generated for each component of motion based on the theory for multiple S-to-S, S-to-P and P-to-S 
scattering by Zeng et al. (1991, 1993). The scatterograms are based on user-specified site-scattering 
parameters and are partly based on the site-specific velocity structure. The seismic-scattering wave 
energy is realized to appear after the direct P-wave arrival time, which is found from 3D ray tracing 
(Hole, 1992). Finally, the scatterograms are convolved with an appropriate source time function. It is 
assumed that the scattering operators and moment release originate throughout the fault but start at the 
hypocenter. Finally, the two sets of seismograms are reconciled to form hybrid broadband seismograms 

travel into this ductile zone is not certain. In our current pa-
rameterization for active tectonic environments, we transition
into this zone over a generic depth range of 15–18 km by ap-
plying a linear adjustment in the scaling of rupture speed, rise
time, and corner frequency (details in following section).

REFINEMENTS FOR WUS APPLICATIONS

The refinements to our current methodology for WUS events
involve a combination of relatively minor adjustments to key
rupture parameters, as well as the addition of stochastic per-
turbations of these parameters about their median values.
The goal is to reduce the coherence of radiated motions around
1–2 s period and provide a smoother transition between the
low- and high-frequency calculations.

Rise Time/Corner-Frequency Scaling
As defined in GP2010, the subfault corner frequency (f ci) and
average slip rise time (τA) are given by the following relations:

f ci !
c0VRi

αTπdl
"1#

and

τA ! αT c1M
1=3
0 ; "2#

in which VRi is the local rupture speed, dl is the average sub-
fault dimension, M0 is the seismic moment, αT is a mecha-
nism-dependent scaling factor (defined below), and c0 and
c1 are constants. In GP2010, c0 ! 2:1 and c1 ! 1:6 × 10−9.
Based on the results of the validation tests used in the develop-
ment of GP14.3, these have been changed to c0 ! 2:0
and c1 ! 1:45 × 10−9.

Additionally, in GP14.3 the scaling factor αT is now a con-
tinuous function of fault rake (λ) and dip (δ), and is given by

αT ! $1 % FDFRcα&−1 "3#

with the dip (FD) and rake (FR) factors given by

FD !
!
1 − "δ−45°#

45° ; 45° < δ ≤ 90°
1; δ ≤ 45°

"4#

and

FR !
!
1 − jλ−90°j

90° ; 0 ≤ λ ≤ 180°
0; otherwise

; "5#

and cα ! 0:1. As described in GP2010, this factor acts to in-
crease the high-frequency radiation for reverse faults.

Perturbations to Rupture Initiation Timing and Local
Rise Time
GP2010 employed a scaling of the rupture speed with the local
slip such that the rupture speed increases with increasing slip.

In GP14.3, we retain this same basic scaling; however, we also
add a random perturbation to this value so the rupture speed is
no longer correlated 1:1 with the local slip. This is implemented
by first determining the change in initiation time (Δt0) given by
the change in rupture speed assuming it is correlated 1:1 with
local slip (i.e., equations 5 and 6 of GP2010). This value is then
randomly perturbed using the following relation:

Δt ! Δt0 exp"εσT #; "6#

in which ε is a random number selected from a standard normal
distribution (mean of zero, standard deviation of one) and σT is
the log-normal standard deviation, which is set to 0.2 in GP14.3
based on the validations described in Dreger et al. (2015).

GP2010 also scaled the subfault rise time with the square
root of local slip such that the rise time averaged across the
entire fault matched the empirical relation of Somerville et al.
(1999). In addition, the rise time was doubled in the shallow
part of the fault (above 5 km depth) to represent the weakening
of fault properties in the near surface. In GP14.3, we retain this
same basic scaling, and we also impose another weak zone
along the deeper portion of the fault characterized by a factor
of two linear increase in rise time occurring over a depth of
3 km starting at 15 km or the hypocentral depth, whichever
is greater. The choice of 15 km is taken as a representative
thickness of the brittle crust in active regions (e.g., Hanks and
Bakun, 2008; Shaw, 2013). These shallow and deep weak zones
represent the transition from unstable to stable slip both in the
near surface and as the fault reaches more ductile material in
the midcrust (e.g., Scholz, 1998).

In addition, GP14.3 also adds a random perturbation to
the subfault rise time so it is no longer correlated 1:1 with the
square root of local slip. This is implemented by first determin-
ing the subfault rise time (τ0i) assuming a 1:1 correlation with
the square root of slip (i.e., equation 7 of GP2010). This value
is then randomly perturbed using the following relation,

τi ! τ0i exp"εσR#; "7#

in which ε is a random number selected from a standard nor-
mal distribution and σR is the log-normal standard deviation,
which is set to 0.5 in GP14.3 based on the validations described
in Dreger et al. (2015).

Including the above perturbations significantly increases
the short length scale complexity of both the rise-time dis-
tribution and propagation of the rupture front in GP14.3 com-
pared to GP2010. This is illustrated in Figure 1, which com-
pares scenario rupture models for the Loma Prieta earthquake
generated with different versions of our methodology. The per-
turbations resulting from the application of equations (6) and
(7) are essentially stochastic representations of the short length
scale distortions in the rupture that have been observed in
dynamic rupture simulations incorporating geometric com-
plexities in the fault surface or strongly heterogeneous initial
stress conditions (e.g., Andrews and Barall, 2011; Dunham
et al., 2011). Although our simple perturbation approach pro-
duces variations that are uncorrelated from subfault to subfault,
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using matched filtering in the time domain. Additional frequency-dependent site-effect corrections can 
be applied to the broadband synthetics. The SDSU BBP module participated in and passed the SCEC 
BBP validation exercise (Goulet et al., 2015). 

 

Figure 1. The inter-frequency correlation coefficients of epsilon at reference frequencies 0.2 Hz, 
0.5 Hz, 1 Hz, 2 Hz, 5 Hz and 10 Hz from the empirical correlation coefficients (dashed lines) and 
the SDSU SCEC BBP Module (left) before applying our method, (center) using independent 
random variables at two horizontal components (solid lines), and (right) using correlated random 
variables (with correlation coefficient equals 0.7) at two horizontal components (solid lines) for 
the Loma Prieta event. 
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